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Abstract 

 

Documents classification is a very actual issue and is a continuous challenge; it is based on different 

techniques of machine learning including Bayesian classification, SVM classifiers (Support Vector 

Machine), k-NN (k-Nearest-Neighbor) classifier, classification based on association rules, decision 

trees, etc.  

In this paper we use Weka in order to make a comparison of the accuracy and error rates of two 

Bayesian classifiers, Naïve Bayes and Naïve Bayes Multinomial on a text training dataset. 
 

1 Introduction 

The task of classification occurs in a wide range of domains. The notion of classification could 

cover a context in which some decision is made on the basis of currently available information.  

In [17] the authors consider that classification has two distinct meanings. Firstly, they 

consider a set of observations with the aim of establishing the existence of classes or clusters in 

the data. Secondly, they suppose they have a set of classes, and the scope is to establish a rule 

whereby they can classify a new observation into one of the existing classes. The first type is 

known as Unsupervised Learning and the second type as Supervised Learning. 

Document classification is based on different techniques of machine learning, like Bayesian 

classification, Support Vector Machines [9],[10],[11].  

Such methods can be applied on complex information systems like the ones presented in 

[1],[2],[3],[4] and for mathematical models like [6],[7],[8]. Also, in businesses, the decision 

making systems use decision trees [12],[13],[14]. 

In this paper we study the performance of two Bayesian classifiers: Naïve Bayes and Naïve 

Bayes Multinomial. We study also the amount of time taken to build the classification model.  

2 Text classification approach 

The problem of text classification consists of classifying documents by their content. Text 

classification is intended to assigning subjects to certain categories. Naive Bayes classifiers are 

create simple performing models, especially in the field of document classification. They are 

based on the Bayes’ Theorem. [16] 
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There are several types of Naïve Bayes classifiers: Multinomial Naive Bayes, Binarized 

Multinomial Naive Bayes and Bernoulli Naive Bayes. Naïve Bayes and multinomial Naïve Bayes 

model are both supervised learning methods. 

Each type of Naïve Bayes classifiers can have as output different results since they use 

completely different models. 

In practice, it is possible to have more than two classes and the naïve Bayesian classifiers 

estimate the probability of class jc  generating instance d. Generally, the Naïve Bayes attributes 

have independent distributions. The assumption to have all attributes independent because of the 

meaning of the word naïve does not fit in real world situations.  

We can give a definition for the text classification like the following: we have as input a 

document d, a fixed set of classes  ncccC ,...,, 21  and as output a predicted class Cc  [17]. 

We denote by X the document space. In text classification, we are given a description 

Xd  of a document and a fixed set of classes  ncccC ,...,, 21 . Classes are called categories or 

labels. 

3 Case study using Naïve Bayes and Naïve Bayes Multiomial 

classifiers 

In our case study we use a text training dataset having 2132 words. We use Weka environment in 

order to study the accuracy and error rate when applying two bayesian classifiers: Naïve Bayes 

and Naïve Bayes Multinomial. 

Weka is a collection of machine learning algorithms for solving real-world data mining 

problems. It is written in Java and runs on almost any platform. Features of Weka are: machine 

learning, data mining, preprocessing, classification, regression, clustering, association rules, 

attribute selection, visualization. [18] 

In Weka we have chosen the Filtered Classifier from Meta category, and we made a 

comparison between Naïve Bayes and Naïve Bayes Multinomial classifiers implemented in Weka 

environment. 

The dataset was tested using two methods for testing the accuracy: percentage split method, 

where 66% of the data was used as training dataset and 33% as testing dataset and the 10 -fold 

cross validation method. We have obtained the results from the Table 1. 

 

Method 

Accuracy Error Rate 

Naïve Bayes Naïve Bayes 

Multinomial 
Naïve Bayes Naïve Bayes 

Multinomial 

Percentage 

Split 66% 
81.81% 72.72% 18.18% 27.27% 

10 Folds 

Cross 

Validation 

71.87% 75% 28.12% 25% 

 

Table 1. Accuracy and error rate for Naive Bayes and Naive Bayes Multinomial  

From Figure 1 we can see that the Naïve Bayes classifier achieved the highest accuracy (81.81%) 

and the lowest error rate (18.18%) using the percentage split 66% option.  
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Fig. 1. Accuracy and Error Rate using percentage split method 

From Figure 2 we can wee that Naïve Bayes Multinomial classifier achieved the highest accuracy 

(75%) and the lowest error rate (25%) using 10 folds cross validation method.   

 

 

Fig. 2. Accuracy and Error Rate using 10 folds cross validation method  

We have studied also the time needed for building the model for the two aforementioned 

classifiers. In table 2 we present the results. 
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Method 

Time (sec) 

Naïve Bayes Naïve Bayes Multinomial 

Percentage Split 66% 0.07 0.02 

10 Folds Cross 

Validation 
0.02 0.01 

 
    Table 2. Time to build the model for Naïve Bayes and Naïve Bayes Multinomial  

 

The results show that the best amount of time was achieved by the Naïve Bayes Multinomial 

classifier with 10 folds cross validation method (0.01 sec), while Naïve Bayes classifier achieved 

0.07 sec with the percentage split 66% method. 

 

 
 

Fig. 3 Amount of time to build the model 

 

4 Conclusion  

 
In this paper we made a comparison regarding the performance of two types of Naïve Bayes 

classifiers on a document classification problem. 

The conclusion is that the Naïve Bayes classifier achieved the highest accuracy using the 

percentage split 66% option, while the best amount of time was achieved by the Naïve Bayes 

Multinomial classifier with 10 folds cross validation method.  
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